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Abstract This paper offers an Aristotelian-Thomistic response to the question 
whether AI is capable of developing virtue. On the one hand, it could be argued 
that this is possible on the assumption of the minimalist (thin) definition of virtue 
as a stable (permanent) and reliable disposition toward an actualization of a given 
power in the agent (in various circumstances), which effects that agent’s growth 
in perfection. On the other hand, a closer inquiry into Aquinas’s understanding of 
both moral and intellectual virtues, and a more detailed analysis of the ontological 
status of AI, show that it is highly unlikely to envision the design of specifically 
human-like reason-based and/or behavioral-based (“strong”) AI that would pos-
sess properly human virtues. Still, virtuous “weak AI” might be possible, although 
a question ought to be asked whether we should classify artifacts’ virtues using 
categories developed in reference to specifically human dispositions and actions.
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Introduction
As commonly known, the fast-growing field of technology based on com-
puting, neural networks, and machine learning classifies many of its prod-
ucts as examples of artificial intelligence (AI). Intelligence as such has been 
defined in various ways, in reference to logical reasoning, understanding, 
abstraction, learning, self-awareness, emotional knowledge, planning, cre-
ativity, adaptiveness, critical thinking, and problem solving. The category of 
AI reflects the motivation of many designers of contemporary computing 
machines to mimic or copy in their products specifically human dispositions 
and actions, including human intelligence (marked by complex cognitive 
features and high levels of self-awareness and motivation). 1

Among many critical questions concerning AI that have been raised 
more recently we find the one asking whether AI could be considered to be 
a moral agent, bearing some level of responsibility for its actions. Related 
to this question is yet another query that is the subject of this paper. Is AI 
capable of developing virtue, defined as a stable and persistent disposition 
to a particular good action, in given circumstances?

The question about virtuous AI has been asked before. In 2022, Mihaela 
Constantinescu and Roger Crisp wrote an article in which they answered it 
negatively. However, despite their skepticism, they suggested that while AI 
systems cannot genuinely “be” virtuous, they can behave in a virtuous way 
(see Constantinescu and Crisp 2022). The opinion of Derek C. Schuurman 
expressed in his article published in 2023, is similar. Rejecting the sug-
gestion that AI can be a moral (and virtuous) agent, he agrees that it can 
perform actions that are in accordance with moral behavior. He thus speaks 
about “virtue-by-proxy” in reference to AI programs that mimic human 
virtues (see Schuurman 2023). Most recently, this topic was addressed by 
Ruth Groff and John Symons (2024). They share the same opinion that 
artificially intelligent artifacts cannot be virtuous in terms of the classical 
notion of phronimos.

What brings together all these responses is their reference to the Aris-
totelian virtue ethics tradition. The goal of the research presented in this 
article is to approach the same question from a broader perspective of the 
Aristotelian-Thomistic school of thought. 2 In order to do so, I will first 

1. The term “artificial intelligence” was coined in 1955 by emeritus Stanford Professor John 
McCarthy and—according to Google’s English dictionary, provided by Oxford Languages—can 
be defined as the theory and development of computer systems that are able to perform tasks 
that normally require human intelligence, such as visual perception, speech recognition, 
decision-making, and translation between languages.

2. A view similar to the one presented in this article may be also found in (Xu 2024).
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 provide a minimalist (thin) Aristotelian-Thomistic definition of virtue, 
which should be in principle applicable to AI (section 1). Section 2 will offer 
an attempt of such application. In the following step, a deeper analysis of 
the classical notion of virtue will be offered, with reference to the distinc-
tion between intellectual and moral virtues (section 3). This inquiry opens 
the way to the question about the ontology of AI, which will be addressed 
in section 4. The ultimate section (section 5) will provide a preliminary 
attempt to formulate a Thomistic response to the question about the pos-
sibility of developing virtuous AI.

1. A Minimalist (Thin) Aristotelian-Thomistic Definition 
of Virtue
According to the Aristotelian-Thomistic school of thought, virtue belongs 
to a broader category of habits, where a habit (habitus) is defined as an 
acquired disposition that improves the agent’s performance, making him/
her more successful in the quest to achieve a particular goal. 3 As a posi-
tive or good (and thus desired) habit, virtue refers to a particular power 
possessed by an agent. It consists in a stable (permanent) and reliable 
disposition toward an actualization of a given power in the agent (in vari-
ous circumstances), which effects that agent’s growth to perfection. Most 
importantly, it is thus defined in reference to, yet distinguished from, natu-
ral inclinations of the agent who possesses it. 4

Two additional remarks are in place here. First, virtue must be delineated 
in terms of (1) its object, and (2) the very actualization of the power that it 
stimulates, in order to achieve it. To give an example, the virtue of prudence, 
referred to the life of a community of agents, may be defined in terms of the 
common good of the entire group in question (ad 1). At the same time, it is 

3. Thornton Lockwood says that in Nicomachean Ethics (hereinafter: NE) Aristotle defines 
habit (hexis) as “an entrenched psychic condition or state which develops through experi-
ence rather than congenitally,” i.e., “that according to which, with respect to emotions, ‘we 
are having’ (echomen) either well or badly ([NE II, 5] 1105b25–26)” (2013, 23). He notes that 
this definition is built on a pun which “plays on the fact that the word hexis derives from 
the intransitive use of the Greek verb ‘to have’ (echein) and a hexis is a kind of ‘having’ or 
possession” (Lockwood 2013, 23). While Greek echein translates into Latin habeo (“to have”) 
and hexis into Latin habitus (“habit”), more contemporary authors and translators (e.g., David 
Ross) prefer to render hexis as a state of character or a disposition. The latter lines up with 
Aristotle’s (somewhat circular) definition of habit in Metaphysics (hereinafter: Meta.), where 
he sees it as “a disposition according to which that which is disposed is either well or ill 
disposed, and either in itself or with reference to something else” (Meta. V, 20 [1022b 10-12]).

4. For an introduction to the Thomistic notion of virtue see: (McInerny 1997, chapter 11: 
Virtue; Rhonheimer 2011, section IV: Moral Virtues; Pinckaers 2005, section IV: Passions and 
Virtues; Floyd 2023).



374 Mariusz Tabaczek 

appropriate to say that prudence (defined in the same communal context) 
consists (is manifested) in particular actualizations of the power (faculty) 
of distinguishing between different particular goods, where the agent faces 
competing demands for attention (ad 2). Note that the first aspect of this 
definition highlights a teleological aspect of virtue, i.e., its orientation 
toward a particular end (goal), while the second emphasizes its practical 
orientation toward concrete action (agency).

The second important remark refers to a significant twist that the theory 
of virtue brings into the classical principle which states that the mode of 
action follows upon the mode of being (agere sequitur esse). Understood as 
a habit, distinct from natural and instinctive inclinations, virtue emerges 
from particular actions (actualizations or manifestations of a given power 
or faculty) regularly repeated over time. Consequently, as McInerny notes, 

as a quality it [virtue] comes to be and is preserved in being only by action, 
and therefore it follows upon and is dependent on action. In that sense we 
can say that being, albeit accidental, follows action (McInerny 1997, 154).

2. AI and the Minimalist (Thin) Aristotelian-Thomistic Definition 
of Virtue
The subject of the proposed minimalist (thin) version of the Aristotelian-
Thomistic definition of virtue is deliberately thought to be an unspecified 
agent. One might argue that this opens a way to speculate about the possi-
bility of virtuous AI. In the age of machine learning and constructing neural 
(or connectionist) networks, it could be suggested that, at some point of 
their development, a new emergent feature (or a new aspect of an existing 
feature) might be instantiated in AI that directs it to manifest (actualize) 
its particular power(s)—in more or less specific circumstances—in a new 
way that further perfects the quality and efficiency of its operations. As 
an emergent feature of an AI agent, this new faculty would differ from (or 
further specify and adjust) its basic dispositions. It can be envisioned by 
the constructor who may also specify and provide for the initial conditions 
of its emergence. At the same time, in itself, it may remain an irreducible 
property/phenomenon.

To give an example, a hypothetical AI agent A that performs a complex 
computational operation x (let us say text editing and auto-correction) 
when a given set of data of the type d1 (words contained in a generalized 
dictionary) is fed to it, may begin to spontaneously browse for, recognize, 
and use sets of data falling under d1 within the broader set of information 
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it can analyze (e.g., words from the same language that are not contained 
in a generalized dictionary) or apply (and adjust) x in reference to a slightly 
different sets of data falling under d2 where such an operation turns out to 
be meaningful and useful (e.g., recognition of specific patterns in irregu-
larly conjugated verbs and/or irregularly declined nouns fed into it by its 
users). Again, envisioned and planned by the constructor of A, such a new 
aspect (quality or feature) of x may be thought as an emergent outcome of 
the machine learning and/or the development of a given neural network.

With regard to the two remarks concerning virtue discussed in the pre-
vious section, one might argue that AI meets both criteria of its descrip-
tion. The virtuous action of our hypothetical AI agent A has a particular 
object (goal), i.e., performing the operation x in given circumstances. As 
an acquired disposition, its virtuous performance of x in the same or new 
context fulfills the requirement of a practical orientation toward action 
(agency). Again, nothing precludes A’s teleology, i.e., its orientation toward 
a particular end (goal), to be externally programmed and envisioned by its 
constructor. This should not pose a problem in reference to the minimalist 
(thin) version of the Aristotelian-Thomistic definition of virtue offered here.

Finally, the reversed order of the relation between action and being in 
the case of virtue—which highlights the role of action as foundational for 
the accidental being of virtue—may find support among AI constructors, 
who usually pay less attention to the ontology of their “creations,” while 
emphasizing their operational skills and effectiveness.

3. Intellectual and Moral Virtues
While the minimalist (thin) version of the Aristotelian-Thomistic definition 
of virtue may be seen as supportive of the idea (project) of virtuous AI, an 
exploration of further fundamental aspects of the classical notion of virtue 
poses considerable difficulties for this endeavor.

One of the crucial distinctions, introduced by Aristotle and discussed by 
Aquinas, refers to the categories of intellectual and moral virtues. 5 Another 
version of the same distinction speaks about virtues perfecting the specula-
tive intellect and those perfecting the practical intellect (a subject matter 
of ethics). It is at this point that the nature of the agent of virtue needs to 
be specified. Both Aristotle and Aquinas leave no doubts that such agent 
must be a human being. 6

5. See Summa Theologica (hereinafter: ST) I-II, 57–58. 
6. One could obviously argue that an angel can be virtuous as well. My analysis is limited 

to material agents.
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With respect to the speculative intellect, Aquinas states that its primary 
concern is the truth of things. Hence, “the virtues of the speculative intellect 
are those which perfect the speculative intellect for the consideration of 
truth” (ST I-II, 57, 2, co). One of these virtues is knowledge (scientia), defined 
as a habit of discovering truth “through another,” i.e., through discursive 
reasoning, by which we draw correct conclusions from sound premises. 
While it could be argued that such an operation is also instantiated in 
AI—based on information it gathers and rules of logic it follows—we must 
not forget that for Aquinas the virtue of knowledge (scientia) is grounded 
in (or moves from) another virtue proper to the speculative intellect, i.e., 
the virtue of understanding. He defines it in terms of a habit of discov-
ering truth “in itself,” i.e., having an intuitive grasp of first principles of 
things and of actions, such as the ineluctable truth that good should be 
pursued and evil should be avoided. Moreover, both knowledge (scientia) 
and understanding depend on the virtue of wisdom, “which considers the 
highest causes,” where its ultimate concern would be the first cause, i.e., 
God. 7 A reasonable doubt may be raised whether AI can develop the latter 
two types of virtues that perfect speculative intellect (i.e., understanding 
and wisdom). This leads to the conclusion that among intellectual virtues 
at least these two are specifically human. 8

Considering the practical intellect, on Aquinas’s account it determines 
the right action in accordance with the moral truth of things, discovered 
by the speculative intellect. While one could argue that AI can perform 
a similar evaluation—based on the information it gathers and processes in 
accordance to logical procedures encoded by its designer—we must not 
forget that for Aquinas moral acts of the practical intellect have directly to 
do with the perfection of the appetites, intuitively associated with conscious 
human beings. However, one could argue that when defined as inclinations 

7. “For it is thus that science depends on understanding as on a virtue of higher degree: 
and both of these depend on wisdom, as obtaining the highest place, and containing beneath 
itself both understanding and science, by judging both of the conclusions of science, and of 
the principles on which they are based” (ST I–II, 57, 2, ad 2).

8. Contemporary virtue epistemology goes beyond the classical list of intellectual virtues 
described here. It introduces a number of new categories, including attentiveness, benevolence 
(principle of charity), creativity, curiosity (defined as studiousness/assiduity), discernment, 
honesty, humility, objectivity, parsimony, (rational) passion, and scrutiny—contrasting them 
with curiosity (defined as attraction to unwholesome things), denial/wishful thinking, dishon-
esty, (irrational) dogmatism, epistemic blindness, folly, hubris, laziness, (irrational) passion, 
obtuseness, parsimony, superstition, anti-intellectualism, and apathy. See (Turri, Alfano, and 
Greco 2021). It seems to me that a meaningful argument might be made that AI can/will be 
a subject of at least some of these categories. However, a more detailed analysis of this sug-
gestion goes beyond the scope of this article.
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of a given entity to what is in accord with its nature—possibly without any 
knowledge of the reason why such a thing is appetible (hence, beyond the 
narrow psychological meaning)—appetites could be predicated also about 
inanimate objects, including AI.

And yet, a further difficulty emerges once we take into account the com-
plexity of the relationship between moral virtues and emotions (passions). 
On the one hand, they are clearly distinct from each other, and this is for at 
least three reasons. First, while emotion is a movement of the sense appetite, 
moral virtue is not such a movement but rather a principle of an appeti-
tive movement. Second, unlike virtues emotions (taken in themselves) are 
morally neutral. And third, while the movement of emotion begins in the 
appetite and terminates in reason (to which it naturally tends to conform), 
the impetus of virtue departs from reason and terminates in appetite (see 
ST I–II, 59, 1, co).

On the other hand, however, Aquinas has no doubt that moral virtue does 
not exclude emotions. Quite contrary, it necessarily involves them. Think-
ing with Aristotle, he sees the human person as a unity of one substance 
that has material and spiritual aspects to it, rather than an aggregate or 
union of two separate, material and immaterial (spiritual), substances. If this 
is the case, then emotions can and should be seen as playing an important 
cooperative role in the development and manifestation of moral virtues. 
In fact, one could argue that for Aquinas passions are as closely related to 
virtue as the actions (operations) it inspires: 

Operation and passion stand in a twofold relation to virtue. First, as its effects; 
and in this way every moral virtue has some good operations as its product; 
and a certain pleasure or sorrow which are passions (ST I–II, 60, 2, co).

He goes as far as to say that in certain situations—related to justice, tem-
perance, or fortitude—“virtue must needs be chiefly about internal emotions 
which are called the passions of the soul” (ST I–II, 60, 2, co).

This brings us to one of the most often raised objections to the possi-
bility of AI, which states that “Computers, for all their mathematical and 
other seemingly high-level intellectual abilities have no emotions or feel-
ings” (Hauser 2024). Even if this might not pose a problem with regards 
to intellectual virtues (emotions may not be regarded as indispensable for 
a rational thought), emotions (passions) may be considered crucial for 
a general notion of intelligence and moral virtues (as mentioned above). 
This may lead to the conclusion that the latter can be instantiated only in 
human beings.
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4. Ontological Status of AI
Thus, one way or the other, we arrive at the most fundamental question 
concerning the ontology of AI. It is not surprising that the technocratic par-
adigm assumed by its theoreticians inspires them to define AI in terms of its 
goals—i.e., reasoning and/or behavior—rather than in reference to its nature. 
Nevertheless, ontology enters these accounts as both goals mentioned here 
are usually delineated in reference to human beings. Hence, according to 
the classical proposal offered by Stuart Russel and Peter Norvig, (1) the 
reasoning-based definition comes in two versions: (1a) one that sets the 
goal of AI to imitate specifically human thinking and (1b) the other that 
refers to the idea of developing in AI a general (ideal) rationality. Similar 
with (2) the behavior-based definition. It also comes in two versions: (2a) 
one oriented toward the goal of designing AI that matches human perfor-
mance and (2b) the other one that aims at developing AI that acts rationally, 
where rationality is understood as a general and not necessarily/specifically 
human feature (see Russell and Norvig 2020, section 1.1). 9

Russel and Norvig strive to provide more precise characteristics (expecta-
tions or requirements) concerning all four definitions of AI. When speaking 
of (1b) they concentrate on the “laws of rational thinking,” i.e., yielding 
correct conclusions from given premises, studied in logic. They claim that 
the lack of certain knowledge about many phenomena (seemingly crucial 
for rational thinking) may be dealt with in AI in reference to the theory 
of probability. 10 Concerning (1a) they speculate that it would require AI to 
have—in addition to the requirements specified for (1b)—introspection and 
psychological experience. 11 In an attempt to specify the character of (2b) 

9. According to Selmer Bringsjord and Naveen Sundar Govindarajulu (1a) is supported by 
John Haugeland who states that AI is “The exciting new effort to make computers think . . . 
machines with minds, in the full and literal sense,” while (2a) is represented most prominently 
by Turing, whose test of linguistic indistinguishability is passed only by those systems that 
are able to act sufficiently like a human (more on Turing’s test below in footnote 22). (1b) is 
preferred by Patrick H. Winston, while George Luger and William Stubblefield may be thought 
as representative for (2b) (see Bringsjord and Govindarajulu 2022, section 8.1; Haugeland 1985; 
Turing 1950, 433–460; Winston 1992; Luger and Stubblefield 1993).

10. Interestingly, one of the examples and/or characteristic features of AI is computation-
based planning. In relation to this phenomenon, a reference is made to Aristotle as the pre-
cursor of AI: “Aristotle conceived of planning as information-processing over two-and-a-half 
millennia back; and in addition, as Glymour (1992) notes, Aristotle can also be credited with 
devising the first knowledge-bases and ontologies, two types of representation schemes that 
have long been central to AI” (Bringsjord and Govindarajulu 2022, Section 1).

11. While this requirement may seem difficult to achieve, Russel and Norvig acknowledge 
that “Recently, the combination of neuroimaging methods combined with machine learn-
ing techniques for analyzing such data has led to the beginnings of a capability to ‘read 
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they state that the agency of AI should show traces of autonomy, perception 
of the environment, persistence over time, and adaptation, as well as formu-
lation and pursue of goals (Russell and Norvig 2020, section 1.1.3). Finally, 
speaking of (2a) they state that the computer that could pass a rigorously 
applied Turing test would have to possess: (i) natural language process-
ing (to communicate successfully in a human language), (ii) knowledge 
representation (to store what it knows or hears), (iii) automated reasoning 
(to answer questions and to draw new conclusions), (iv) machine learning 
(to adapt to new circumstances and to detect and extrapolate patterns), 
(v) computer vision and speech recognition (to perceive the world), and 
(vi) robotics to manipulate objects and move about. 12

Definitions offered by Russell and Norvig reflect a more general distinc-
tion between the efforts to design so-called “weak AI” and “strong AI,” 
where the former category is defined as an information-processing machine 
that appears to have partial or even full mental repertoire of human persons, 
yet lacks consciousness. The latter category refers to artificial persons, i.e., 
machines that have all the mental powers we have, including phenomenal 
consciousness. 13 Nevertheless, popular descriptions of AI remain ontologi-
cally vague and often do not openly side with either of these options. Hauser 
provides an example of such an approach:

The scientific discipline and engineering enterprise of AI has been character-
ized as “the attempt to discover and implement the computational means” to 
make machines “behave in ways that would be called intelligent if a human 
were so behaving” (John McCarthy), or to make them do things that “would 
require intelligence if done by men” (Marvin Minsky). These standard for-
mulations duck the question of whether deeds which indicate intelligence 

minds’—that is, to ascertain the semantic content of a person’s inner thoughts” (Russell and 
Norvig 2020, section 1.1.2). This might be perceived as the first step to designing AI defined 
in terms of (1a).

12. See (Russell and Norvig 2020, section 1.1.1). The Turing test (proposed in Turing 1950, 
433), was designed as a thought experiment that would avoid the philosophical vagueness 
of the question “Can a machine think?” A computer passes the test if a human interrogator, 
after posing some written questions, cannot tell whether the written responses come from 
a person or from a computer. It is worth noting that Turing did not consider the physical 
stimulation as necessary for AI to be considered to be intelligent. However, other researchers 
claim it is necessary. They therefore add points (v) and (vi) on the list mentioned in the main 
text and classify thus envisioned test as the Total Turing Test (TTT). See (Harnad 1991, 43–54).

13. See Bringsjord and Govindarajulu (2022, section 8.1). Examples of “weak AI” include 
Alexa, Siri, Cortana, or Google Assistant. There are no real examples of “strong AI,” as it 
remains to be a hypothetical theory.
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when done by humans truly indicate it when done by machines: that’s the 
philosophical question (Hauser 2023, Introduction). 14

Within the philosophical reflection on the ontology of AI, hopes and 
optimism with regard to designing AI that imitates specifically human 
thinking and matches 1:1 human performance (1a and 2a) is received with 
a certain dose of skepticism. The ambition of developing in machines an 
artificial, yet fully human-like introspection, psychological experience, 
robust autonomy, and formulation and pursue of goals, as well as natural 
language processing, representation of data, reasoning, and learning that 
would allow AI to impart common sense in a fully human measure—is 
thought to be rather unrealistic. And this is for at least two reasons. The 
first and less convincing argument refers to the current state of the devel-
opment of AI. As Bringsjord and Govindarajulu note:

[T]he most articulate of computers still can’t meaningfully debate a sharp tod-
dler. Moreover, while in certain focused areas machines out-perform minds … 
minds have a (Cartesian) capacity for cultivating their expertise in virtu-
ally any sphere. … AI simply hasn’t managed to create general intelligence; it 
hasn’t even managed to produce an artifact indicating that eventually it will 
create such a thing. (Bringsjord and Govindarajulu 2022, section 1)

The view of Hauser is similar:

High level intelligent action, such as presently exists in computers, however, 
is episodic, detached, and disintegral. Artifacts whose intelligent doings would 
instance human-level comprehensiveness, attachment, and integration … 
remain the stuff of science fiction, and will almost certainly continue to remain 
so for the foreseeable future. (Hauser 2023, section 3)

Moreover, Hauser seems to be skeptical about classifying as truly intel-
ligent both specifically human-like (1a and 2a) and nonspecifically human-
like (1b and 2b) reason-based and/or behavioral-based AI agents:

Do the “low-level” deeds of smart devices and disconnected “high-level” deeds 
of computers—despite not achieving the general human level—nevertheless 
comprise or evince genuine intelligence? Is it really thinking? And if gen-
eral human-level behavioral abilities ever were achieved—it might still be 

14. He refers to (McCarthy 1997) and (Minsky 1968).
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asked—would that really be thinking? Would human-level robots be owed 
human-level moral rights and owe human-level moral obligations? (Hauser 
2023, section 3)

Naturally, these and similar arguments might be easily dismissed as the 
field of AI research and design develops rapidly and what seems unrealistic 
today may not look impossible tomorrow. 15 Nevertheless, a much stronger 
philosophical argument against the possibility of designing specifically 
human-like reason-based and/or behavioral-based AI agents can be devel-
oped in ontology. We can think about at least four possible views grounding 
such an argument: 16

1. Philosophers of mind who favor substance or property dualism would 
definitely claim that machines cannot think or have conscious experience, 
as they consider it to be ontologically different and not merely emergent, 
supervenient, or epiphenomenal with respect to physical entities and/or 
properties.

2. Proponents of mind-brain identity (both type and token identity) who 
hold that specifically human-like intellectual properties are identical with 
biological brain processes (including those who favor the position of anoma-
lous monism) would most likely reject the idea of “strong AI” as implausible 
in principle.

15. One of the anonymous reviewers of the article drew my attention to the paper that 
has recently been published in PNAS in which the authors present the outcomes of their 
experiment in which—as they claim—AI chatbots passed the Turing test, the methodology of 
which “goes beyond simply asking whether AI can produce an essay that looks like it was 
written by a human or can answer a set of factual questions, and instead involves assessing 
its behavioral tendencies and ‘personality’” (Mei et al. 2024). The authors of the experiment 
prompted AI chatbots to participate in classic behavioral economics games and compared 
their responses and choices with tens of thousands of humans (students) who faced the same 
surveys and game instructions. They claim that “the chatbots’ behaviors are generally within 
the support of those of humans and … [w]hen they do differ, the chatbots’ behaviours tend 
to be more cooperative and altruistic than the median human, including being more trusting, 
generous, and reciprocating” (Mei et al. 2024). This conclusion is definitely groundbreaking 
and may even go beyond Turing’s original question “Can a machine think?” (since it tests AI’s 
behavioral tendencies and “personality”). However, apart from the fact that the outcomes of 
this experiment require further tests and confirmation within a broader academic community 
working on the ontology of AI, it is rather unlikely that AI chatbots tested in it instantiate all 
dispositions required for classifying them as cases of “strong AI” (see the main text). Hence, 
despite their breathtaking qualities, they would still fall under the umbrella of “weak AI.”

16. For an introduction to philosophy of mind and analysis of all four views presented here 
see: (Heil 2013; Jaworski 2011; 2016; Madden 2013). Heil does not analyze the hylomorphic 
view, Jaworski does but in reference to its contemporary (analytic) version, while Madden 
reaches back to the classical notion of the hylomorphic metaphysical composition of the 
human person. More recently, Aquinas’s position is delineated and defended by (Wood 2020).
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3. Followers of the theories of supervenience and emergence might also show 
similar skepticism, although their attitude would most likely depend on 
what sort of grounding they consider as a necessary subvenient or lower-
level base for specifically human-like supervenient or emergent intellectual 
and psychological features.

4. Those who accept and apply classical version of hylomorphism and anthro-
pology based on it would most likely dismiss the idea of “strong AI” as well. 
They see all specifically human properties related to intellect, conscious-
ness, and free will as dispositions grounded in the immaterial human soul, 
which is a particular type of substantial form that actualizes primary matter 
in an organic human body (human being or person). As such, human soul 
and its proper dispositions can be neither reduced to nor developed from 
a purely material base. 17

Moreover, according to the Aristotelian-Thomistic school of thought all 
specifically human (metaphysically higher) dispositions are directed at 
a particular and unique ultimate goal of a human person, which is defined 
philosophically as happiness and theologically as beatific vision (visio 
beatifica). 18 Again, this particular type of intrinsic teleology, consciously 
discovered and freely chosen, is perceived as proper to human beings only. 
It must be distinguished from other aspects of teleology characteristic of 
the human nature (many of which operate independently of intellect and 
will), as well as numerous instantiations of intrinsic teleology proper to 
sensitive yet non-intellectual beings and other non-sentient animate and 
inanimate entities. It should also be differentiated from extrinsic teleology 
characteristic of AI, which I think can be classified as an example of “tele-
onomy.” This term was coined by Colin Pittendrigh and favored by Ernst 
Mayr (in the context of evolutionary biology). It is defined as a process or 
behavior “that owes its goal directedness to the operation of a program” 

17. At the same time, it must be emphasized that the human soul actualizes primary matter 
in a way that provides for the correspondence between properly formed and structured 
biological matter (secondary matter) and the immaterial dispositions of self-consciousness, 
intellect, and will. In other words, human nature is not a bundle of purely material or mate-
rial and epiphenomenal, supervenient or emergent properties—but a unity of substance with 
both material and immaterial (spiritual) aspects to it.

18. In my account I concentrate mainly on acquired virtues since the infused theological 
virtues (see ST I–II, 62, 1), as well as infused cardinal virtues that are “corresponding in due 
proportion, to theological virtues” (ST I–II, 63, 3, co.), require/assume a cooperation with the 
supernatural gift of grace. I believe this remains beyond the scope of dispositions that can 
possibly be developed in AI. 
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(Mayr 1976, 403).  19 Again, applied to AI, teleonomy might be classified 
as an externally-imposed goal-directed operational program that differs 
qualitatively from the intrinsic teleology proper for natural entities (agents), 
with its most sophisticated instantiation in the highest (intellectual and 
volitional) dispositions of human beings. 20

 Finally, according to the classical Aristotelian-Thomistic school of 
thought, teleology has a normative aspect to it. It is defined as a tendency 
to the good, where all natural goods, proper for each particular entity, 
are ultimately grounded in God as the source of all goodness. As Aquinas 
notes, “[S]ince all things flow from the Divine will, all things in their own 
way are inclined by appetite (per appetitum) towards good, but in differ-
ent ways” (ST I, 59, 1, co). 21 The same tradition would carefully distinguish 
goods that are proper for artifacts, inanimate, and animate entities, with 
special attention paid to human beings. Even if a number of goods can be 
shared by AI and humans, and AI as such (in its very existence) is good and 
directed toward God, only human beings are destined to the contemplation 
of God who is the essence of all goodness. 22

Having all this in mind, we shall now go back to the question of AI and 
virtue, approaching it once again from the point of view of the classical 
Aristotelian-Thomistic school of thought. 

5. AI and Virtue
In light of what has been said up to this point (especially in section 3), it 
becomes clear that from the perspective of the Thomistic ontology—which 
builds on Aristotelian hylomorphism—it is highly unlikely, if not entirely 

19. Interestingly, Mayr compares his idea of an operational program in nature with a com-
puter program: “The purposive action of an individual, insofar as it is based on the properties 
of its genetic code, therefore is no more nor less purposive than the actions of a computer 
that has been programmed to respond appropriately to various inputs. It is, if I may say so, 
a purely mechanistic purposiveness” (Mayr 1988, 31). This reflection seems highly relevant 
and useful to AI studies. 

20. Even if the category of teleonomy is more appropriate with respect to AI than teleol-
ogy, one might argue that new emergent dispositions of those systems may show levels of 
goal-directedness that would qualify as rudimentary instantiations of Aristotelian teleology. 
While this might be true, we should not forget that the dispositions in question derive from 
and depend on the principles of extrinsic teleology introduced by engineers. Moreover, taking 
into account the very nature of AI systems which should be classified as sophisticated aggre-
gates of parts (showing various levels of accidental unity) and artifacts, their goal-directedness 
should be still considered as accidental and not intrinsic.

21. For the defense of normativity in contemporary approach to teleology see (Bedau 1992).
22. This is naturally a theological argument, grounded in the philosophical reflection that 

precedes it.
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impossible, to envision the design or development of specifically human-
like reason-based and/or behavioral-based (“strong”) AI. Consequently, for 
the reasons mentioned above, we must conclude that it is also in principle 
impossible to copy/develop properly human virtues in AI. This conclu-
sion remains in line with the thought of Aquinas who openly states that 
“Reason, or the mind, is the proper subject of human virtue” (ST I–II, 55, 4, 
ad 3). And because human mind is for him grounded in the human soul—for 
“every operation proceeds from the soul through a certain power” (ST I–II, 
56, 1)—we must agree that virtue in its proper meaning (per se) is a specifi-
cally human disposition (or habit).

Having said this, we should ask about the possibility of developing vir-
tuous “weak AI,” i.e., designing artifacts which—through repeated actions 
grounded in machine learning and knowledge representation (embodying 
concepts and information in computationally accessible and inferentially 
traceable forms)—would be capable of developing new and stable emergent 
dispositions toward certain types of action in particular circumstances. It 
seems that such a scenario is plausible. However, it is not clear to what 
extent we should classify “weak AI’s” virtues using categories developed 
in reference to specifically human dispositions and actions. 23 

23. One of the anonymous reviewers of the article suggests that my distinction between 
the minimalist (thin or weak) definition of virtue, that potentially could be attributed 
to AI, and the complete (full-blown) classical definition of virtue, which is not attributable 
to AI, resembles Robert Audi’s differentiation between acting “in accordance with” and 
“from” virtue. Audi grounds his distinction in Aristotle’s explanation of the way in which 
virtue differs from craft: “Aristotle notes that while the products of craft determine by 
themselves whether they are well produced, this does not apply to the products of virtue, 
since ‘for actions expressing virtue to be done justly or temperately [and hence well] it 
does not suffice that they are in themselves in the right state. Rather, the agent must also 
be in the right state when he does them. First, he must know [that he is doing virtuous 
actions]; second, he must decide on them, and decide on them for themselves; and, third, 
he must do them from a firm and unchanging character. ([NE II, 5] 1105a29ff)’.” Audi adds 
that “In short, action from virtue is not a behavioural concept, in the sense of one defined 
in terms of what is accomplished, as opposed to how. Thus the adverbial forms of virtue 
terms—such as ‘courageously,’ ‘honestly,’ and ‘justly’—can apply to actions not performed 
from the relevant virtues, and even to actions aimed at pretending to manifest those virtues. 
Given this thin use of virtue terms, the distinction between action merely in conformity with 
virtue and action from it may be regarded as a special case of a distinction between con-
duct of a behaviourally specified type, e.g. meting out equal shares, and conduct described 
mainly in terms of how it is to be explained, e.g. as done from a sense of justice” (Audi 1995, 
450–51). It might be the case that my minimalist (thin) definition of virtue lines up with 
Audi’s concept of acting “in accordance with” virtue, as distinguished from acting “from” 
virtue, where the latter must meet “the selection requirement,” i.e., consciously and freely 
deciding upon an action, and “the intrinsic motivation requirement,” i.e., being motivated by 
relevant virtue, rooted in a “firm and unchanging character” (Audi 1995, 451). See also my 
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With respect to intellectual virtues, it has already been stated in section 
3 that Aquinas’s definition of the virtues of understanding and wisdom 
seems to be appropriate only in reference to human agents. Indeed, con-
cerning understanding, it is hard to imagine (weak) AI agents, such as 
aforementioned software agents (Alexa, Siri, Cortana, or Google Assistant) 
being capable of the highest level of speculative reasoning and imagina-
tion that is necessary to have a grasp of (1) the natures of things—which 
the Aristotelian-Thomistic tradition defines metaphysically in terms of (a) 
substantial forms actualizing primary matter and, associated with them, (b) 
kind-specific instantiations of intrinsic teleology (goal-directedness) char-
acteristic of both inanimate and animate entities—and of (2) the first prin-
ciples of action, understanding of which is highly intuitive and dependent 
on the comprehension of the transcendental categories such as goodness 
or truth. Again, thinking about wisdom, it is rather unlikely that “weak AI” 
systems could be capable of grasping the radical transcendence of God as 
the highest and first principle, i.e., the primordial cause (source and creator) 
and the ultimate end of the universe. 24

Concerning the virtue of knowledge, I have speculated that—based on 
information it gathers and rules of logic it follows—AI could be thought 
as capable of developing authentic scientia. However, one must not forget 
that the classical approach to this virtue states that it is developed through 
discursive reasoning, which includes both syntactic and semantic infor-
mation processing. When defined as such, it seems to be attributable to 
human beings alone.

Nevertheless, I believe that there might still be a reason and space to 
speak about equivalents or analogs of intellectual virtues in “weak AI” sys-
tems. Their ability of gathering, sorting out, and synthesizing information 
in accordance to specific rules of logic could be classified as “artificial” or 
“machine” (“machine-based”) knowledge. The extent to which such systems 

reference to Mihaela Constantinescu and Roger Crisp’s distinction between being virtuous 
and behaving in virtuous way, and Derek C. Schuurman’s category of “virtue-by-proxy”—
both mentioned in the Introduction.

24. One might argue that, according to the logic of natural theology, the notion of God as 
the first cause, the source, and the creator of the universe should be distinguished from the 
notion of God as the ultimate end of all things, where only the latter requires (can be discovered 
with the help of) divine revelation. If the truth about God as the first cause, i.e., the creator 
of the universe, can be discovered by the power of human reason alone, maybe it could be 
“understood” by AI as well? However, we must not forget that the notion of creation is quali-
fied by the claim that it is ex nihilo. Again, it is hard to imagine that the highly speculative 
and counterintuitive category of absolute, i.e., metaphysically defined, nothingness—which 
is challenging to grasp even by humans—could be comprehensible for AI.
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can abstract some general characteristics of natures of things, based on their 
empirically verifiable individual accidental features, could be classified as 
“artificial” or “machine” (“machine-based”) understanding. And the level 
of “weak AI’s” assessment—as a logical conclusion of the machine-based 
analysis—of the fact that there may/must exist the first cause of all things 
in the universe (without qualifying it as divine), could be defined as “arti-
ficial” or “machine” (“machine-based”) rudimentary wisdom.

Concerning moral virtues—leaving aside the question about emotions, 
which indeed seem to be proper only to humans and higher animals—simi-
lar strategies could be proposed. (1) Prudence (grounding memory, intelli-
gence, docility, shrewdness, reason, foresight, circumspection, and caution), 
(2) temperance (grounding chastity, sobriety, abstinence, and humility), (3) 
courage (grounding endurance, magnanimity, patience and perseverance), 
and (4) justice (grounding truthfulness, gratitude, revenge, liberality, 25 and 
friendship)—when predicated with respect to “weak AI”—could be specified 
by adding the same qualifying category “artificial” or “machine” (“machine-
based”). Naturally, each of such “artificial” or “machine” (“machine-based”) 
moral (as well as intellectual) virtues would have to be carefully defined 
with respect to “weak AI” systems or agents. In addition, their relation to 
and distinctiveness from specifically and uniquely human virtues would 
require a clear explanation as well.

To give but one example, human prudence can be defined as a stable 
disposition to make good judgements about one’s behavior. Aquinas char-
acterizes it as “wisdom concerning human affairs” (ST II–II, 47, 2, ad. 1). As 
such, it requires obtaining knowledge of the future, based on the knowledge 
of the present and of the past, and includes not only critical reasoning and 
assessment, but also foresight, circumspection, and caution. Moreover, as 
a moral virtue developed in a conscious human agent, prudence is per-
ceived by Aquinas as a “quasi-natural inclination” or a “second nature” of 
a person. Hence, the subject of this virtue must have at least an intuitive 
grasp of the notion of the human nature and its intrinsic teleology, which 
is directed toward transient natural goods and the ultimate supernatural 
good of visio beatifica.

While it becomes apparent—based on the research presented in this arti-
cle—that neither “strong” nor “weak AI” is capable of developing the virtue 
of prudence as defined in the Aristotelian-Thomistic school of thought, 
one could still defend the possibility of an instantiation of “artificial” or 

25. A virtue whereby we benefit others by giving or sharing with them the goods we 
possess.
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“machine” (“machine-based”) prudence in “weak AI” systems. Grounded 
in the processing of data concerning the present and the past, as well as 
analytic modeling of the future, a “weak AI” machine—e.g., a personalized 
system of disease diagnosis, clinical results prediction, and drug develop-
ment (designed in reference to the latest achievements of systems biol-
ogy)—may be fed with the information about a particular human person 
and the condition of his/her flourishing. While this data would remain far 
from the full-blown Aristotelian-Thomistic notion of the human nature 
and its transient and ultimate ends, it could still count as grounding “arti-
ficial” or “machine” (“machine-based”) prudence of the “weak AI” system 
that makes proper judgements with respect to therapy strategies designed 
specifically for that person.

Having said this, I am aware of a possible skeptical reaction to the 
introduction of the category of “weak AI”-based equivalents or analogs of 
specifically human intellectual and moral virtues, coming from classically-
minded thinkers. They may argue that such terminology distorts the clear 
distinction between humans and machines, between what is natural and 
what is artificial. Acknowledging this difficulty, I still argue in favor of the 
proposed strategy as possibly adequate and helpful in a proper analysis and 
classification of present and future technologies and artificial agents, which 
will presumably show ever more sophisticated and human-like dispositions. 
Alternatively, one could think about another tactic with respect to specific, 
emergent, and stable dispositions that could be developed in “weak AI” 
agents and classified as virtuous, i.e., rising the perfection of their opera-
tions in various circumstances. One could suggest that we should develop 
and coin a set of AI-specific (AI-exclusive) terms to name such dispositions. 
While such an approach may be criticized for an unnecessary multiplication 
of beings (categories), it could be defended as protecting AI designers and 
theorists from anthropomorphisms and providing a clear-cut distinction 
between machine-based and specifically human virtues.

Conclusion
In the age of rapid development of technologies based on computing, neural 
networks, and machine learning, which are designed to enter into an inter-
action with humans, we should be all the more careful in categorizing and 
describing products of our ingenuity. AI, capable of perceiving, synthesiz-
ing, and inferring information, should be clearly distinguished from human 
intelligence, defined in reference to introspection, consciousness, and psy-
chological experience, robust autonomy and formulation and pursuit of 
goals, as well as natural language processing, reasoning, and learning.
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This clear distinction between artificial and human intelligence enables 
us, in turn, to recognize a specifically human character of intellectual and 
moral virtues, defined as habits disposing us to a good and desired actions 
that perfect our nature. While analogical accidental yet stable properties 
might be established as emergent features in “weak AI” agents, they should 
be clearly differentiated form specifically human virtues. They can be clas-
sified as “artificial” or “machine” (“machine-based”) virtues. Alternatively, 
developing a separate nomenclature and classification of such dispositions 
might be useful in the future progress of AI studies.
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